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Abstract

Bcc and fcc metals exhibit signi®cant di�erences in behavior when exposed to neutron or heavy ion irradiation.

Transmission electron microscopy (TEM) observations reveal that damage in the form of stacking fault tetrahedra

(SFT) is visible in copper irradiated to very low doses, but that no damage is visible in iron irradiated to the same total

dose. In order to understand and quantify this di�erence in behavior, we have simulated damage production and ac-

cumulation in fcc Cu and bcc Fe. We use 20 keV primary knock-on atoms (PKAs) at a homologous temperature of 0.25

of the melting point. The primary damage state was calculated using molecular dynamics (MD) with empirical, em-

bedded-atom interatomic potentials. Damage accumulation was modeled using a kinetic Monte Carlo (kMC) algorithm

to follow the evolution of all defects produced in the cascades. The di�usivities and binding energies of defects are input

data for this simulation and were either extracted from experiments, the literature, or calculated using MD. MD

simulations reveal that vacancy clusters are produced within the cascade core in the case of copper. In iron, most of the

vacancies do not cluster during cooling of the cascade core and are available for di�usion. In addition, self-interstitial

atom (SIA) clusters are produced in copper cascades but those observed in iron are smaller in number and size. The

combined MD/kMC simulations reveal that the visible cluster densities obtained as a function of dose are at least one

order of magnitude lower in Fe than in Cu. We compare the results with experimental measurements of cluster density

and ®nd excellent agreement between the simulations and experiments when small interstitial clusters are considered to

be mobile as suggested by recent MD simulations. Ó 2000 Published by Elsevier Science B.V. All rights reserved.

PACS: 02.50.N; 02.70.L; 61.43.B; 61.80; 61.72

1. Introduction

At low irradiation dose and temperatures below 0.3

Tm, where Tm is the melting point, defect densities visible

under transmission electron microscope (TEM) are at

least one order of magnitude smaller in bcc metals than

in fcc metals. This e�ect is observed both under self-ir-

radiation [1] and neutron irradiation [2±4]. Moreover,

signi®cant di�erences in macroscopic behavior, such as

e.g. di�erences in void swelling rates [5], are well estab-

lished to exist between fcc and bcc metals. There is,

therefore, a need to understand, at the most funda-

mental level, the origin of the di�erence in behavior

between these two classes of materials under irradiation.

While signi®cant progress has been made in the past few

years, important questions remain unanswered.

Below 0.1 dpa, most of the defects observed under

TEM in irradiated Cu are in the form of stacking fault

tetrahedra (SFT) [2,3]. One striking feature of these

experimental measurements is the fact that the average

cluster size of the SFTs remains constant during irradi-

ation and is approximately 2 to 3 nm [2,3]. Perhaps, even

more interesting, is the fact that only slight changes in

the average cluster size are observed for irradiation

temperatures between 25°C and 300°C [6]. These

observations remain unexplained. In the case of Fe,

TEM experiments following neutron irradiation up to
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0.1 dpa show that all clusters present, when visible, are

of interstitial type [4].

Molecular dynamics (MD) simulations have revealed

that for the same recoil energy both the fraction and size

of self-interstitial atom (SIA) clusters present at the end

of the collision cascade are larger in Cu [7±10] than in Fe

[10±13]. This intrinsic clustering of SIAs in displacement

cascades has also been observed experimentally in Cu

irradiated at very low temperatures, below annealing

stage I [14]. Another interesting experimental observa-

tion [15] is the fact that in electron irradiated Cu at 10 K,

large SIA clusters form during annealing in stage II in-

dicating that small SIA clusters may be mobile at very

low temperatures as predicted by recent MD simulations

[16,17]. On the other hand, no evidence for SIA cluster

growth during stage II annealing has been found in bcc

metals [18], but MD simulations predict that these

clusters should indeed be mobile at temperatures below

10 K [13,16,17,19]. One reason for this may be the fact

that bcc metals typically have high impurity content,

which may hinder SIA cluster motion through trapping.

Regarding vacancies, both experiments and MD simu-

lations have revealed that while in Cu the majority are

found in the form of clusters in the core of the cascades,

in Fe they are not [7±13,20,21].

It may be argued that the experimental di�erences

mentioned above must be related either to a di�erence in

the state of clustering of the cascade-induced defects (the

so-called primary damage state), or to di�erences in the

di�usion behavior of the produced defects. Above an-

nealing stage I, when the SIAs produced in the cascade

are mobile, direct comparison between experimental

observations and MD simulations is di�cult. It is

therefore, necessary to use a hybrid simulation model to

follow the kinetics of defect di�usion, recombination,

agglomeration, and migration to sinks. Rate theory

models are extensively used to study defect kinetics. In

recent years, these models have incorporated both in-

tracascade clustering of defects and one-dimensional

migration of interstitial clusters, in the so called `pro-

duction biasÕ model [22]. This model has been very

successful in predicting high swelling rates at low dis-

location densities observed experimentally in copper

[23]. However, while powerful, these simulations su�er

from the fact that the inhomogeneous spatial and tem-

poral nature of damage accumulation is di�cult to treat

in the context of a mean ®eld theory. Also, most of these

models consider average values for some of the param-

eters, in particular, average cluster sizes, which makes

the study of cluster nucleation and growth di�cult.

Kinetic Monte Carlo (kMC) is an intermediate step

between atomistic MD simulations and mean ®eld ap-

proximations that allows for long range migration while

keeping the individual character and three dimensional

distribution of the defects. Long range migration of

defects from a high energy damage cascade using kMC

was ®rst simulated by Heinisch [24,25], with input ob-

tained from MD simulations [7]. Since individual cluster

sizes and types are included in the simulation, kMC is a

powerful tool to study cluster nucleation and growth.

However, it requires of a complete description of all

possible reactions between particles, that have to be

extracted from other, more fundamental methods, such

as MD. Important parameters, that can be later used in

simpler, more compact, rate theory models, can be cal-

culated using kMC, such as the fraction of freely mi-

grating defects at di�erent temperatures, as shown by

Heinisch in Cu [26±28] and Soneda and Diaz de la Rubia

in Fe [13].

In this paper we used a hybrid computer simulation

based on MD and kMC methods to investigate the

primary damage state and the accumulation of damage

in fcc Cu and bcc Fe. The linked MD/kMC simulation

serves to bridge the gap between MD results on defect

production during an individual collision cascade (10ÿ11

s) and the experimentally observed defect density as a

function of dose and temperature (P 103 s). We show

that both defect production in displacement cascades

and subsequent defect reactions and di�usion are im-

portant in understanding and quantifying the experi-

mentally observed di�erences in behavior between Cu

and Fe. In Section 2 we brie¯y explain the kMC model

and give the values of the input data used in the simu-

lations for both Cu and Fe. The MD simulation model

has been discussed extensively in the past [29]. Next we

show the results of the MD simulations of defect pro-

duction and the kMC simulations on damage accumu-

lation and compare the simulation results to

experimental data.

2. Kinetic Monte Carlo model

The use of kMC to model defect di�usion during

irradiation of materials has been rather sparse in the

past, but the technique dates back over thirty years and

was discussed extensively by Beeler [30]. The earliest

reference to this method is the work of Besco in 1967

[31]. Doran [32] and Doran and Burnett [33] carried out

short-term annealing simulations of displacement cas-

cades in fcc and bcc Fe, respectively, using a Beckman

2133 analog computer and a PDP-7 with 8K of memory.

More recently, Heinisch et al. [24±28] used a Monte

Carlo code named ALSOME to model the migration,

agglomeration and dissociation of the defects produced

by 25 keV Cu self-irradiation at di�erent temperatures.

The kMC code, BIGMAC, developed by our group, has

been used to model defect escape from cascades in V

[34], Fe [13], Au [35], Ni [36] and Al [37].

BIGMAC is a computationally e�cient kMC pro-

gram which tracks the locations of defects, impurities,

and clusters as a function of time. The starting point of
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these simulations is the primary damage state, that is the

spatially correlated locations of vacancy and intersti-

tials, obtained from MD simulations of displacement

cascades. Each defect produced (including the clusters)

has an activation energy for di�usion that can be ex-

tracted either from MD simulations or in some cases

from experiments. The defects are allowed to execute

random di�usion jumps (in one, two- or three-dimen-

sions depending on the nature of the defect) with a

probability proportional to their di�usivity. The tem-

perature dependence of the defect di�usivity can be

written as

D � D0 exp�ÿEm=kT �; �1�

where D is the defect di�usivity, D0 the pre-exponential

factor, Em the migration energy, T the temperature of

the crystal, and k Boltzmann's constant. A similar form

applies for dissociation rates from clusters, with Em re-

placed by a dissociation energy that includes the binding

energy, Eb, of a particle to the cluster. More speci®cally,

because the particle must migrate at least one jump

distance away from the cluster to be free, the e�ective

di�usivity for a free particle leaving a cluster is ap-

proximated to be

D � D0 exp �ÿ�Eb � Em�=kT �: �2�

The BIGMAC program requires input tables of D0

and Em for all mobile species, as well as the pre-factors

and binding energies Eb for all possible clusters. The

input tables can become rather large, but the program is

very ¯exible, as only the input tables need to be changed

to study another set of conditions or even another ma-

terial system.

During the simulation various kinetic processes are

allowed to take place. Possible events are: (i) the disso-

ciation of a particle from a cluster; (ii) the di�usive jump

of a particle; (iii) recombination of two defects of op-

posite types; (iv) agglomeration of two defects of the

same type; (v) annihilation of a defect at a sink; (vi)

trapping or detrapping of a defect at an impurity; and

(vii) the introduction of a new cascade, that is, a new

PKA and all its associated vacancies and SIAs. The

dissociation and migration rates are given by

R � �2dD=d2�; �3�

where d is the jump distance set by the lattice, d is the

dimensionality of the migrational mechanism, and the

di�usivity, D, is obtained from Eqs. (1) and (2). The rate

of cascade introduction is given by the dose rate of the

simulated irradiation. At each time step, we randomly

choose among all possible events, ensuring that events

occur at the proper rate by assigning each event a

probability proportional to its rate. Following each

chosen event, we perform all events that occur sponta-

neously as a result of that event. For example, a SIA

which jumps within the capture radius of an I cluster will

then spontaneously join the cluster (reaction iv). In these

simulations if two glissile clusters interact, that is, they

are within the capture radius, they form a sessile cluster.

The simulation time is incremented by the inverse of the

sum of the rates for all possible events in the simulation

box:

Dt � v
X

i
NiRi

 !ÿ1

; �4�

where the sum is over all possible events which can occur

in the simulation box, Ni is the number of particles in the

box that can take part in event i, and Ri is the rate of

event i from Eq. (3). v is a random deviate that gives a

Poisson distribution in the time steps. The time step

increases when the number of possible events decreaes or

the event rate is slower. Because a kinetic process occurs

during every Monte Carlo step during a kMC run, time

scales of hours can be reached with these simulations.

Clearly, care must be taken to completely enumerate the

relevant particles and events. Finally, another input in

these simulations is the capture radius for defect inter-

action. In this particular simulation the jump distance, d,

used for both Fe and Cu is equal to the lattice param-

eter. The interaction radius between defects has been

de®ned as

r � rsph � d; �5�

where

rsph �
����������
3NX
4p

3

r
�6�

with X the atomic volume and N the number of defects

in the cluster. Since the stress ®eld of single-interstitials

is larger than the one of single-vacancies, a larger cap-

ture radius is considered for interstitials (rI) interacting

with loops (vacancy or interstitial clusters) than for

single vacancies (rV), rI � 1:15� rv, where rV is de®ned

in Eq. (5) above. This includes a bias for the interaction

of interstitials and vacancies with the microstructure.

3. Input data to kMC model

The values of the migration energies and pre-factors

for di�usion used in this work are given in Tables 1 and

2 for Cu and Fe, respectively. For Cu, vacancy values

are taken from calculations by Sabochick et al. using

DangensÕ copper potential [38]. Although the calcula-

tions were static and no pre-factors for defect di�usivity

were obtained, Sabochick et al. deduced an attempt

frequency for these defects that was used in our simu-

lation to calculate di�usivity pre-factors, assuming a

jump distance of one nearest neighbor distance. For the
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case of the Cu SIA, we use the experimental value ob-

tained from observations of defect annealing in stage IE

[39] (0.1 eV), and migration energies obtained by Scho-

ber and Zeller [40] for clusters of size 2 and 3. The pre-

factor used for self-interstitial migration is 2 ´ 10ÿ3 cm2/s,

obtained by assuming a vibrational frequency of

1013 sÿ1.

For iron, Soneda and Diaz de la Rubia [13] have

calculated the di�usivities of the monovacancy, mono-

interstitial and di-and tri-interstitial clusters, which will

be referred to as 1V, 1I, 2I and 3I respectively and the

results are also shown in Table 1. Observe that the mi-

gration energies for all three interstitial cluster sizes lies

between 0.06 and 0.1 eV. Small SIA clusters have been

observed in atomistic simulations to form proto dislo-

cation loops in both fcc and bcc metals with f111gh110i
and f110gh111i slip geometry, respectively. The

mechanism for thermal migration of these small SIA

clusters in the absence of applied stress has been dis-

cussed extensively in recent years [9,13,19,41] and will

not be dealt with in detail here. It is important to note,

however, that MD studies have shown that the 2I and 3I

execute basically a one-dimensional random walk along

the h111i direction, but with sporadic changes in di-

rection to another h111i. However, the frequency of the

change in migration direction of the 3I is clearly much

lower than that of the 2I. In Fe, the activation energy for

direction change was found to be equal to the migration

energy for the 2I, but 0.4 eV higher for 3I. E�ectively

then, SIA clusters of size 2 di�use in three-dimensions at

all temperatures, and those of size 3 do so at elevated

temperatures. Di�usion pre-factors for SIA clusters in

Fe were obtained for sizes up to 20 I previously [13] and

are used here. For SIA clusters larger than 3 in Cu we

assume a value for the pre-factors equal to that of the

single SIA divided by the number of interstitials in the

cluster. This takes into account the fact that even though

the activation energy for migration of clusters is con-

stant with size, the cluster di�usivity decreases as the

cluster size increases and should go to zero as the cluster

(loop) grows to a network dislocation which does not

move by thermal activation in the absence of an applied

stress. This approach is also consistent with recent MD

simulations that show that even though the cluster ac-

tivation energy for migration is constant for n > 4, the

pre-factor decreases as n increases [13,16].

One key issue for KMC simulations is to determine

the size at which SIA clusters may be considered mobile,

i.e., which clusters form glissile dislocation loops and

which do not. In Cu, continuum elasticity theory pre-

dicts that clusters form as faulted loops and unfault to

form perfect glissile loops at larger sizes. Thus, using a

stacking fault energy of 0.062 J/m2 for Cu, continuum

elasticity theory predicts the unfaulting at a loop size of

�12.2 nm, corresponding to a cluster containing about

8300 defects. All clusters larger than 8000 should unfault

and become prismatic (glissile) loops. However, this

analysis ignores the dislocation core radius and energy

and thus, is not valid for very small cluster sizes of only

a few nm in size. We utilize the results of MD simula-

tions to determine the characteristics of small interstitial

clusters. Indeed, the MD simulations have shown that

small interstitial clusters form with perfect BurgerÕs
vector and are highly mobile. The simulations by Oset-

sky et al. have shown that the high mobility of the

clusters persists up to about size 60. In our simulations,

we have observed the one-dimensional migration of a 38

interstitial cluster produced directly in a 20 keV cascade

at room temperature. At larger sizes, the cluster mobility

decreases as the perfect interstitial loops dissociate into

Shockley partials separated by a stacking fault, akin to

the dissociation of edge dislocations [42]. Nevertheless,

in Cu, no complete MD simulations for large cluster

sizes exist, and the bridge between atomistic sizes, or

MD simulations, and elasticity theory has not been

clearly elucidated yet.

Thus, the cut-o� size at which SIA clusters are con-

sidered mobile can be taken as a parameter in these

simulations. The consequences derived from selecting

various values of this cut-o� for clusters in Cu will be

discussed later in this paper. In these simulations clusters

of size between 1 and 5 are considered to di�use in three

dimensions while mobile SIA clusters larger than 5 move

in a one dimensional path along a h1 10i direction. One-

dimensional migrating clusters are removed from the

simulation box after traveling a distance of 1 micron.

For the case of Fe, the large stacking fault energy makes

Table 1

Migration energies (Em) and Di�usivity pre-factors (D0) for Cu

defects, interstitials (I) and vacancies (V)

Species Em (eV) D0 (cm2/s)

V 0.72 0.25

V2 0.55 0.36

V3 0.56 0.12

V4 0.38 0.14

I 0.13 2� 10ÿ3

I2 0.11 1� 10ÿ3

I3 0.20 6� 10ÿ4

I4 0.10 5� 10ÿ4

I5-Imax 0.10 2� 10ÿ3=na

a n: number of defects in the cluster.

Table 2

Migration energies (Em) and Di�usivity pre-factors (D0) for Fe

defects, interstitials (I) and vacancies (V)

Species Em (eV) D0 (cm2/s)

V 0.870 1:15� 10ÿ2

I 0.167 2:09� 10ÿ3

I2 0.083 7:32� 10ÿ4

I3 0.061 4:60� 10ÿ4
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the presence of faulted loops very unlikely, and therefore

all interstitial clusters in the kinetic Monte Carlo simu-

lation are considered to be mobile (glissile) loops.

However, we assume that when two glissile clusters

interact they form a junction, and therefore, form an

immobile cluster. If the temperature is high enough, re-

arrangement of this cluster can occur becoming glissile.

We consider that in this simulation, due to the low

temperature, this re-arrangement cannot happen.

Sabochick et al. [43] have also studied the binding

energies of small vacancy clusters in copper. We have

used these binding energies for small clusters and

considered the binding energy of an in®nite size cluster

as the formation energy of a vacancy to generate a

®t to larger cluster sizes. The ®tting function used is

given by

EV
b �n� � 1:2ÿ 2:1�n2=3 ÿ �nÿ 1�2=3� �eV�: �7�

For the case of interstitial clusters, values used for sizes 3

and 4 are those calculated by Schober and Zeller [40],

1.16 eV. Due to the large value of these binding energies,

no cluster dissolution is expected at the temperatures

considered in this simulation (<400 K) and a constant

value equal to the migration plus formation energy of

SIA (2.62 eV) was used for all those clusters of inter-

stitials larger than 4.

For Fe, several authors [13,16,19] have also calcu-

lated values for the formation energy of vacancies and

interstitial clusters. Soneda and Diaz de la Rubia [13]

calculated the binding energies, Eb, of one defect to a

cluster as a function of the cluster size, n, considering

that

Eb � Ef�nÿ 1� � Ef�1� ÿ Ef �n�: �8�

Power functions of the number n of cluster members

were ®tted to the data. The ®tted curves give a rela-

tionship between binding energy and cluster size of the

type

EI
b�n� � 4:33ÿ 5:76�n2=3 ÿ �nÿ 1�2=3� �eV�; �9�

EV
b �n� � 1:73ÿ 2:59�n2=3 ÿ �nÿ 1�2=3� �eV�: �10�

The binding energies of vacancy clusters are much

smaller than those of interstitial clusters, which means

that vacancy clusters, as expected, are much less stable

than interstitial clusters at high temperatures.

4. Results

In Fig. 1 we show an example of the primary damage

state from 20 keV cascades in Cu and Fe as obtained

Fig. 1. Vacancies (small dots) and Interstitials (larger dots) for a 20 keV Cu cascade (a) and a 20 keV Fe cascade (b) after 10 ps of an

MD simulation.
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from molecular dynamics simulations, after approxi-

mately 10 ps. The interatomic potentials used were of

the embedded atom method type [44,45]. A maximum of

20 di�erent cascades were computed and used as a da-

tabase in the KMC simulations. As expected from pre-

vious studies, the MD simulations show that at the end

of the cascade cooling phase, vacancies in the core re-

gion form clusters in Cu [7] while remaining mostly

isolated in Fe [12], even when considering that a cluster

may be formed by vacancies as far as two nearest

neighbor distances away. Not only are there more va-

cancy and SIA clusters in copper than in iron, the

clusters are generally larger as well.

Using the primary damage state from these dis-

placement cascades as input data, we have used our

KMC simulation code BIGMAC to compute the rate of

damage accumulation as a function of dose at a dose

rate of 10ÿ4 dpa/s for both metals. The temperature of

the simulation was T � 0:25Tm
00 that is T Cu � 340 K and

T Fe � 363 K. In the case of Fe a total of 5 atomic parts

per million (appm) of interstitial impurity atoms were

included in the simulation, to take into account the high

impurity content usually present in bcc metals, as op-

posed to the high purity of a single crystal fcc metal such

as copper. The interstitial impurities in the simulation

were allowed to migrate with an activation energy of

0.1 eV and to act as perfect trapping sites for SIAs and

small SIA clusters.

Fig. 2 shows the SIA and vacancy cluster densities, as

well as the density of free vacancies as a function of dose

for Cu (Fig. 2(a)) and Fe (Fig. 2(b)). For the case of Cu

all of the clusters are of vacancy type and the density

increases linearly with dose. The density of free vacan-

cies is very low and decreases with dose, as the sink

strength increases, due to accumulation of vacancy

clusters. In this simulation SIA clusters containing less

than 60 defects are considered to be mobile, and disap-

pear at sinks (grain boundaries, dislocations or vacan-

cies). �34% of the defects produced directly in the

cascade recombine and this number does not change

signi®cantly with dose, which implies that most of the

recombination occurs within the cascade (intra-cascade

recombination), and inter-cascade recombination is very

small at these low doses. This e�ect is due to the direct

Fig. 2. Total vacancy and interstitial cluster density, and free vacancy density, for Cu (a) and Fe (b)

Fig. 3. Cluster size distribution for Cu (a) and Fe (b) at the same dose (8� 10ÿ4 dpa). All interstitial clusters in Cu dissappear at sinks.
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formation of vacancy and interstitial clusters after the

cascade collapse and the 1D migration of SIA clusters.

Due to the 1D migration of SIA clusters, the recombi-

nation cross section with vacancy clusters produced in

the cascade core is small. In the case of Fe the total

defect density is slightly lower than in Cu and there is a

signi®cant fraction of SIA clusters.

Although the total defect densities in Cu and Fe

obtained from these simulations are very similar, signi-

®cant di�erences are observed in the cluster size distri-

butions for these two materials. These distributions are

shown in Fig. 3(a) and (b) for Cu and Fe, respectively,

for a total dose of 8� 10ÿ4 dpa. In the case of Cu,

vacancy clusters of sizes up to 30 are obtained. The lack

of smaller interstitial clusters is due to fact that they are

all mobile and scape to sinks. For the case of Fe the

maximum vacancy cluster is only 15, that is, half the size

obtained in Cu. The SIA clusters are also small, with a

maximum size of 60. These consist of both immobile

clusters trapped by impurities and sessile clusters pro-

duced by the interaction of two glissile clusters.

Two important conclusions can be extracted from

these simulations: (1) similar total cluster densities in Fe

and Cu; (2) vacancy cluster sizes are larger in the case of

Cu than in Fe for the same dose.

As mentioned earlier, the glissile/sessile interstitial

cluster size used in the Cu simulations presented above

was 60 interstitials. We have studied the in¯uence of this

cut-o� in the ®nal simulation results. In Fig. 4(a) we

show the total cluster density for vacancies and inter-

stitials as a function of dose for three di�erent cut-o�

values between sessile and glissile interstitial clusters: 10,

40 and 60. As expected, the total number of interstitial

clusters decreases and the number of vacancy clusters

increases, as the cut-o� for sessile clusters increases,

since more clusters migrate to system sinks. The total

defect density is similar for each of the three di�erent

cut-o� values of sessile interstitial clusters, as shown in

Fig. 4(b). It is important to note that while the total

defect density in Cu is independent of the value selected

for sessile SIA clusters, the balance between vacancy and

interstitial clusters depends on this parameter.

5. Discussion

In order to compare the results from these simula-

tions with the experimentally measured cluster densities,

it is necessary to assume a minimum size that can be

resolved in the experiments. A value between 1.5 and

2 nm in diameter is quoted in the literature as the min-

imum size resolved by TEM [2,3]. For a SFT, the edge

length of the tetrahedron (L) containing NV vacancies is:

L2 � NVa0
231=2/2 where a0 is the lattice parameter [46].

Then, L � 1:5 nm corresponds to approximately 20 de-

fects per SFT. A three-dimensional cluster of 1 nm

radius (R), such as a ÔnanoÕ-void, in bcc contains

NV � 8pR3=�3a3
0� vacancies, thus �350 vacancies. For a

dislocation loop, the relationship between radius of

the loop (R) and the number of defects (N) is N � 4pR2=
�31=2a2

0� for an fcc material and N � 21=2pR2=a2
0 for a bcc

material. For a radius of 1 nm that corresponds to ap-

proximately 55 defects both in bcc and fcc. In Fig. 3(b)

we have shown that in Fe all vacancy clusters are smaller

than 20, and therefore not expected to be visible in the

TEM. The only TEM detectable defects in the case of Fe

are of interstitial type, since these grow to sizes up to 60.

Considering visible vacancy clusters as those with

more than 20 vacancies and visible interstitial clusters

those with more than 50 defects, we extracted the total

`visibleÕ cluster density for Cu and Fe from the previous

simulations, as we show in Fig. 5. Observe that the total

defect density in Fe is more than one order of magnitude

lower than in the case of Cu. All the defects in Fe are of

interstitial type while all the defects in Cu are of vacancy

type, in good agreement with experimental observations

[2,3]. For the case of Cu, it has been reported by Zinkle

et al. [3] that one half of the defect clusters formed

Fig. 4. Cluster density as a function of dose in Cu for di�erent cut-o� values between sessile and glissile interstitial clusters. Fig. 5(a)

shows cluster density of vacancies and interstitials. The total cluster density is shown in Fig. 5(b).
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during neutron irradiation near room temperature are

resolvable as stacking fault tetrahedra. However, as the

TEM technique improved the fraction of defects re-

solvable as SFTs increased from about 50% to 80% or

more of the total cluster density [2,3], in good agreement

with the fraction of `visibleÕ vacancy clusters obtained in

the simulations presented here. As we mentioned in

Section 4, the ratio between vacancy clusters and inter-

stitial clusters depends on the cut-o� selected for inter-

stitial cluster migration. For example, a cut-o� of 40

interstitials as maximum glissile cluster will result in a

ratio of 70% vacancies and 30% interstitials, con-

tradicting experimental observations. Larger cut-o� for

the migrating interstitial clusters are necessary in order

to reproduce the experimental evidence within this

simulation model.

In Fig. 6 we show the average cluster size of the

vacancy clusters in Cu considering only those clusters

that are larger than 20. The average cluster size remains

constant over the dose range of this simulation and is

independent of the selected cut-o� for interstitial cluster

migration. This is in good agreement with experimen-

tally measured average clusters sizes for stacking fault

tetrahedral in Cu for a large temperature range [2,3,6].

The average size in the simulation is 28 defects

per cluster, which correspond to an SFT of approxi-

mately 1.8 nm. The value measured in the experiments

is between 2 and 3 nm [2,3,6] . This simulation

shows that these defects are actually produced in the

cascade core and are not evolving in time, due to

the low concentration of free vacancies at this low

temperature.

In Fig. 7, we show the `visibleÕ cluster density for Cu

as a function of dose together with the experimental

results for irradiation with neutrons and protons [2].

Three di�erent `visibleÕ cluster sizes were considered in

this analysis: vacancy clusters with more than 10, 20 and

25 vacancies, corresponding to 1, 1.5 and 1.7 nm SFT

respectively. Microscopy resolution is believed to be �1

nm. The best agreement between simulations and ex-

periments is when clusters larger than 1.5 nm are con-

sidered as `visibleÕ. When smaller clusters are included,

the total concentration in the simulation is above that of

experiments. A quantitative comparison between ex-

periments and simulations requires of a detail study of

the microscopy resolution, in particular of the relation-

ship between the image size, or size measured in the

microscope, and the real size, and the contrast of dif-

ferent cluster sizes and location of the clusters in the

sample. In general, the simulations results are in agree-

ment with the experimental values, up to a dose of

�10ÿ2 dpa, when defect clusters larger than 20 are

considered visible in the TEM. Overlap e�ects are not

included in this simulation. Work is on the way in order

to include these e�ects and extend the validity of these

simulations to larger doses. We should point out the

di�erence in dose rates between experiments and the

simulations presented here. However, since the temper-

Fig. 6. Average vacancy cluster size as a function of dose for

those clusters larger than 20 defects per cluster.

Fig. 7. `VisibleÕ cluster density for Cu. Comparison to experi-

mental results under di�erent irradiation conditions. Three

cluster sizes are considered as `visibleÕ in the simulations: va-

cancy clusters larger than 1, 1.5 and 1.7 nm.

Fig. 5. `VisibleÕ cluster densities for Cu and Fe. Vacancy clus-

ters are those with more than 20 defects, interstitials with more

than 50.
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ature for irradiation is only 340 K, that is, below stage

V, and vacancies are forming clusters, no signi®cant

di�erence should exist for di�erent dose rates. This is, in

fact, observed experimentally, where irradiation with

neutrons or protons give very close values for total de-

fect production, as can be seen in Fig. 7.

In conclusion, we have simulated the damage accu-

mulated in Cu and Fe under similar conditions. We have

obtained that total defect densities in Cu and Fe are very

similar for the same dose. However, cluster size distri-

butions at the same dose are very di�erent with much

larger cluster sizes in Cu than in Fe. We attribute this

di�erence to the formation of large vacancy clusters in

the cascade core in Cu, and the much larger number of

free vacancies in the case of Fe. If we assume a minimum

resolvable TEM cluster size of 20 vacancies in a SFT and

50 interstitials in a loop, the cluster densities in Cu are in

good agreement with experiments and more than one

order of magnitude higher than in Fe.
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